
Tian XIA
� +1 609 375 5853 � steveissummer@gmail.com � linkedin.com/in/tian-xia-7a6639148 � github.com/no1summer

- Expertise in data analysis and image analysis
- Proficient in acquisition, processing and analysis of 3D image and video
- Proficient in developing ML/DL models in both industrial and academic environments

� EDUCATION
2019-2024 Baylor College of Medicine

Ph.D. Quantitative & Computational Biosciences
2015-2019 Zhejiang University

B.S. Pharmaceutical Sciences, GPA 3.97

� EXPERIENCE

Now UT Health - HOUSTON - Postdoc
Aug 2025 Center for AI and Genome Informatics – MENTOR : DR. DEGUI ZHI

∠ Benchmarked a spectrum of unsupervised autoencoder-based image feature extraction methods
with different encoder and decoder — including CNN, ViT, Swin Tranformer, MAE, VAE— to identify
novel genes associated with brain structure (accepted by the NeurIPS 2025 Imageomics Workshop)

∠ Developed a pipeline leveraging contrastive learning Mocov2 and cross-attention to learn mutual
imaging features frommultimodal T1/T2 MRI

∠ Building a CLIP based foundation Vision-Language Model (VLM) for heart/brain images and genes
∠ Trained LLaVa from scratch

Deep learning Multi-modality VLM LLM Contrast learning CLIP ViT Transformer

July 2025 Self - EMPLOYED - Coder
July 2025 Self – TRAINED

∠ Developing an AI tennis coach app on IOS to estimate player’s NRTP rank and give specific training
advices from one self-recording video.
- The backbend is achieved by pose recognition and prompting Gemini-2.5-pro (check my repo).

∠ Developing aQuiz Assistance app on desktop (Win, Mac) to automatically read the screen and gene-
rate quiz answer with LLM.

IOS Xcode Swift Win Mac LLM

July 2025 Juul Labs - REMOTE - Simulationa and Modeling Scientist
Dec 2024 Population and Health Impact Team – MENTOR : DR. NATE HOLT

∠ Developed agent-based models in MATLAB for simulating the impact of introducing e-cigarettes on
populations’ health with machine-learning derived inputs

∠ Optimized the models for deploying on Google Cloud GPU Clusters
Modeling Machine Learning Python Programming R Programming Cloud Computing

Jun 2024 Merck - CBGX | CAMBRIDGE SITE - Co-op/intern
Jan 2024 Merck Research Laboratories – MENTOR : DR. REBECCA SENFT

∠ Cell Image Classification using Vision Transformer :
- Developed an image processing and analysis pipeline, including segmenting cells using deep-
learning basedmethod andquantify handcraft feature including pixel intensity or cell shape, followed
byML classification algorithm to classify cells with different treatments
- Fine tuned self-supervised transformer-based deep learning method based on DINOv2, reaching
3% accuracy increase compared with the previous method with proper image preprocess
- Automated the whole process with Nextflow and deployed to High Performance Clustering (HPC).

∠ RNA-seq Data Tissue Region Identification with LLM :
- Applied supervised machine learning logistic regression with optimizing hyperparameter tuning.
Generally it distinguished between different regions of patient sample well, except those very close to
each other
- Developed unsupervised clustering by fine tuning scGPT trained on CELLxGENE scRNA-seq human
PBMCCollection to correct batch effect and vagueorgan location, this approach successfully separate
the 20cm and rectum which is failed on the supervised learning
- For better understanding LLM, I Built and trained GPT2 - 124M from scratch and achieved the com-
parable performance of GPT3 following instruction from Andrej Karpathy

Machine Learning Deep Learning LLM Scikit-learn Pytorch Nextflow HPC
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Nov 2024 Baylor College of Medicine - LARINA’S LAB | IMAGING SCIENCE - Graduate Student
Dec 2019 Department of Integrative Physiology – MENTOR : DR. IRINA LARINA

∠ 3D Segmentation with Vision Transformer :
- Fine-tuned pretrained 3DSwin Transformer to quantify follicle volumes during themouse ovulation
process, but given the training image modality difference, the performance is limited.
- Built a semi-supervised deep learningmodel, utilized both labeled and unlabeled data, and intro-
ducing cross-attention block and contrast learning to the classic V-net backbone, reaching >90%Dice
similarity coefficient with 10% of labeled data.

∠ Developed a quantitative imaging method of cilia metachronal wave in mouse fallopian tube with
optical coherence tomography in vivo (Published at Optica, IF=10.4).

∠ Established a dynamic image signal processing procedure to track spermatozoa movement toward
the egg (Invited oral presentation at SPIE, 2022).

Computer Vision Deep Learning Object Detection Segmentation Pose Recognition CNN RNN GCN
Fourier Transform Phase Analysis

Dec 2023 Rice University - CLASS | MACHINE LEARNING - Visiting Student
Jan 2020 Department of Computer Science – DATA SCIENCE PROJECT, STATISTICAL MACHINE LEARNING

∠ Constructed amachine learning pipeline to identify genomic signatures in age-related macular de-
generation. Reduced the number of feature from >18000 to <100 using feature selection techniques,
includingminimumRedundancy MaximumRelevance, Random Forest, Generalized Linear Model, Prin-
ciple Component Analysis, Statistical Test.

∠ Built a Pythonpackage for identifying thepossible genes related to thedisease frommachine learning
feature selection perspective.

∠ Created a classification network (customized Resnet50 with Ensemble strategy) to distinguish fine-
grained food images.

∠ Construct a generalized linear model to identify individuals with the high risk of stroke with more
than 90% accuracy.

Data Science Machine Learning Computational Biology Pandas Scikit-learn R Version Control Data Visualization

� SKILLS
Programming Python, R, MATLAB, C, Bash, SQL, Git, LaTex, AWS Cloud Computing, docker

ML/DL Scikit-Learn, PyTorch, Pandas, AnnData, Seurat
Imaging Analysis OpenCV, Numpy, Scipy, ImageJ, Scikit-Image, Matlab Image Processing Toolbox
Data Visualization Matplotlib, Seaborn, ggplot2

Research Data Science, Machine Learning, Deep Learning, Imaging Processing and Analysis, Computa-
tional Biology

Soft Skills Critical Thinking, Active Learning, Time Management, Communication

� PUBLICATIONS
In vivo volumetric depth-resolved imaging of cilia metachronal wave with dynamic optical coherence tomography 2023
Tian Xia, Kohei Umezu, Deirdre Scully, Shang Wang, Irina Larina
� Optica Imaging Processing Spatial and Temporal Imaging Dynamic Signal Processing Fourier Transform Phase

Dynamic volumetric imaging and cilia beat mapping in the mouse male reproductive tract with optical coherence
tomography 2022
Kohei Umezu, Tian Xia, Irina Larina
� Biomedical Optics Express Imaging Analysis Volumetric 3D Imaging Dynamic Signal Processing Reproductive Biology

Tracking spermatozoa movement toward the egg with functional optical coherence tomography 2022
Tian Xia, Kohei Umezu, Shang Wang, Irina Larina
� Dynamics and Fluctuations in Biomedical Photonics XIX Object Detection Dynamic Signal Processing Denoising
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https://opg.optica.org/optica/abstract.cfm?doi=10.1364/OPTICA.499927
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